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1. Installation overview 

STX release 10  

SW version 24.09 

Downloaded from 

https://mirror.starlingx.windriver.com/mirror/starlingx/release/latest_release/debian/monolithic/outpu

ts/iso/ 

 

We have installed a Central Cloud with a AIO-DX, we have follow this procedure to the installation 

Link to the guide. With ceph-rook as storage backend. 

 

The central cloud work well and from them we have added an edge cloud from the central with the 

command: 

dcmanager subcloud add  

The edge cloud is configured as Standard with controller storage (2 nodes) and workers (2 nodes) 

We have followed this guide : Link  

Below are the details of the controller-0 node of our edge cloud environment. 

 

https://docs.starlingx.io/r/stx.10.0/deploy_install_guides/release/bare_metal/aio_duplex_install_kubernetes.html
https://static.opendev.org/project/starlingx.io/www/r/stx.10.0/deploy_install_guides/release/bare_metal/controller_storage_install_kubernetes.html
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2. Storage Backend 

2.1. Host-based ceph 

After the installation of the edge we have decided to install on the edge the host-based ceph with 

the 2 OSD on the controller and worker-0 as monitor, as the guide suggest.  

During early testing on the edge cloud, we experienced frequent micro-disconnections between the 

two Ceph OSDs, which led to a degraded cluster state and a high volume of events being 

generated on the central cloud. 

We have ruled out hardware-related issues and router misconfigurations after careful 

troubleshooting. 

On the controller nodes of the edge cloud, we observed that the host-based Ceph version 

installed is: 14.2.22 but on the central with rook the version is 18.2.2 

According to the documentation 

we noticed that host-based Ceph is deprecated in recent releases, so we decided to move to rook-

ceph on the edge cloud. 

 

2.2. Rook-Ceph 

Following this, we have reinstalled the whole edge and migrated to Rook-Ceph, which was 

installed successfully. 

we installed all the three storage classes that the stx application enable for us with the command: 

system storage-backend-add ceph-rook --deployment controller --services block,filesystem,object 

–confirmed 

After thorough testing with Kubernetes, we have not encountered any further issues related to OSD 

degradation, all the storage classes provided by Kubernetes have been tested. 

 

After the configuration of the two OSD and additional monitor, the cluster is healty and installed on 

rook-ceph namespace 

https://docs.starlingx.io/releasenotes/index.html#deprecated-notices


StarlingX installation report 

© 2025 NTT DATA, Inc.  Page 5 of 7 

 



StarlingX installation report 

© 2025 NTT DATA, Inc.  Page 6 of 7 

3. Openstack 

The main goal of this testing is to install OpenStack on the StarlingX platform. 

After successfully deploying Rook-Ceph and validating its functionality, we proceeded with the 

installation of OpenStack on the edge cloud. 

We followed all the instructions to correctly configure data network, local volume groups (nova-local) 

and all the labels on controllers and workers. 

While following this guide, we noticed a potential error in one of the labels assigned to the worker 

nodes. 

kubectl taint nodes $NODE openstack-compute-node:NoSchedule 

After all these preliminary stages we have downloaded the last release of openstack from this mirror: 

https://mirror.starlingx.windriver.com/mirror/starlingx/release/latest_release/debian/openstack/outputs

/helm-charts/ 

and proceeded with the execution of upload stx command: 

system application-upload stx-openstack-24.09-0-debian-stable-latest.tgz 

A few minutes later, we encounter an application upload error, with the following message logged in 

the system log (sysinv): 

 

 

 

https://mirror.starlingx.windriver.com/mirror/starlingx/release/latest_release/debian/openstack/outputs/helm-charts/
https://mirror.starlingx.windriver.com/mirror/starlingx/release/latest_release/debian/openstack/outputs/helm-charts/
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We noticed that the get ceph UUID function retrieves the if from the Ceph configuration file 

(/etc/ceph/ceph.conf). 

The file appears as follows: 

 

 

 

At the moment we are unable to upload the application and consequently we are unable to apply the 

application. 


