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Objectives

OS - To onboard the pre-installed on-premise nodes for StarlingX

Network - To extend the STX management network over L3 network or private tunnel

Storage - To enable multiple storage backends for the EdgeWorkers

Workload - To orchestrate container/VM workloads to the EdgeWorkers

Manageability - To manage/configure EdgeWorker platform resources



Onboard On-premise Nodes

Network
Gateway

Servers in data center EdgeWorkers close to the edge

Provision edgeworker with ansible-playbook

1. Config host interface/sysctl/ntp/dns etc.

2. Install Kubernetes packages(kubeadm, kubelet, container runtime)

3. Join k8s cluster by StarlingX certification and token

Support various Linux OS

Peripheral
(Distribute I/O)

Hardware requirements 
are much smaller than 
worker node requirements.

Minimum(Est.):
CPU: 2 cores
RAM: 2GB
DISK: 256GB



Network Topology

L2/L3 MGMT. Network
(Control Plane)

Tunnel

Servers in data center

Data Network
(Data Plane)

Mgmt. network default on L2 network

Support Tunnel technology (VPN, VXLAN) for L3 network

Multus/SRIOV for container data

Neutron/OVS for VM data

Network
Gateway

Peripheral
(Distribute I/O)

EdgeWorkers close to the edge



Multiple Storage Backend

Servers in data center

Ceph Storage Cluster A

Ceph Storage Cluster B
Rook-ceph operator as storage manager

On demand storage clusters deployment

EdgeWorkers close to the edge



EdgeWorkers close to the edge

Workload Orchestration

Servers in data center

Linux Kernel

Kubelet
Container Runtime
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erviso
rKubelet deployment in each edgeworker

Openstack as an optional VM orchestrator



Manageability

Edgeworker

Personality

Containerized
sysinv-agent

Containerized
mtcClient

Containerized
hbsClient

Host resources discovery and inventory

Host state control and management

Heartbeat check for available hosts



Prototype Demo (STX-Dashboard)



Prototype Demo (Terminal)



Prototype Demo (Storage)



Prototype Demo (Openstack)



Executive Plan

Phase 1 (stx.5.0)
• Make EdgeWorkers recognized as one of the StarlingX nodes with a new 

personality
✓ Pre-installed OS

(Match long term goal: Install STX on top of any OS)

✓ Low minimum hardware resource requirements

• Onboard EdgeWorkers as StarlingX Kubernetes nodes by ansible playbook
✓ Extending STX Kubernetes cluster

✓ Ability to run containerized agents/clients

(Match long term goal:  Containerize flock services)



Executive Plan (Cont.d)

Phase 2 or Future (stx.6.0+)
• Containerization of flock services/agents/clients for EdgeWorker

• Support L3 network or tunneling over L3 network

• Enhancement of multiple storage backend support by Rook

• Manage software on EdgeWorkers by additional plugins of SW management.
- Turtle Creek


